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Chapter 1

Introduction

1.1 Overview
Wireless Sensor Networks (WSNs) are an instance of wireless networks consisting
of a set of small and battery powered devices equipped with sensing and communi-
cation capabilities. These devices are intended to collect measurements from their
surrounding environment, such as temperature, sound, pressure, motion etc and
then to report them over radio links to a base station (referred also as sink node).
However, several studies have shown that radio links in wireless sensor networks
are unreliable for communication due to the erratic variation of their quality over
time and space [53, 57]. An important mechanism to cope with this unreliability at
higher layer protocols specifically routing protocols, is link quality estimation [10].
In fact, link quality estimation eases the distinguishing between links having good,
medium and bad quality. Therefore, transmitting over bad quality links is avoided
which decreases excessive retransmissions caused by packet losses and consequently
decreases power consumption. Further, estimating the link quality enables sensor
nodes to transmit their data over good quality links which improves the network per-
formance in terms of throughput and energy-efficiency. Ensuring such performance
is closely related to the accuracy of link quality estimates. Indeed, poor link quality
estimates can cause 200% or greater slowdown in network throughput [21]. Thus,
evaluating the performance of Link Quality Estimators (LQEs) becomes mandatory.
This master thesis addresses the performance evaluation and optimization of a set
of Link Quality Estimators (LQEs). In [10], an extensive comparative performance
study of five well-known LQEs has been conducted, using TOSSIM 2 simulator [35].
In this study, the authors first analyzed the statistical properties of LQEs inde-
pendently of higher-layer protocols. Then, they investigated their impact on the
Collection Tree Routing protocol (CTP) [2]. This work was a first and outstanding
step that might help network designers to choose the most appropriate LQE for their
higher layer protocols. However, the performance analysis of LQEs, together with
related conclusions were based on TOSSIM2 simulation. The validity of the simula-
tion results greatly depends on the accuracy of TOSSIM2 channel model. Therefore,
it is important to evaluate the performance of LQEs based on real experimentation,
in order to get more realistic and trust-able observations. In[11], the authors ex-
tended the first evaluation methodology presented in [10] (i.e. the analysis of LQEs
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CHAPTER 1. INTRODUCTION 2

statistical properties) to validate their new estimator, called F-LQE (Fuzzy Link
Quality Estimator). However, the validation of F-LQE might be not conclusive as it
is based on simulation. Furthermore, the impact of F-LQE on higher layer protocols
has not been investigated.

1.2 Objectives
The main objective of this master thesis is to replicate the comparative simulation
study of LQEs conducted in [10] into an experimental study on real WSNs plat-
form in order to provide more rigorous conclusions. The study presented in [10] in-
volves five representative LQEs, namely PRR (Packet Reception Ratio), WMEWMA
(Window Mean Exponential Weight Moving Average), ETX (Expected Transmission
count), RNP (Requested Number of Packets), and Fourbit. On the other hand, F-
LQE, a new LQE based on Fuzzy logic has been introduced and validated through
simulations in [11]. This master aims also to involve F-LQE at the experimental
study of LQEs, which allows its experimental validation by comparing its perfor-
mances to existing LQEs. An optimization of F-LQE for better performances is also
envisaged in this master.

1.3 Contributions
The contributions of this master thesis are both practical and theoretical.

1.3.1 Theoretical Contributions

The first contribution is to evaluate the performance of existing LQEs (PRR,
WMEWMA, ETX, RNP and Fourbit) based on real experimentations by studying
their statistical properties as well as their impact on CTP routing protocol.

The second contribution [12] is to participate at the validation of F-LQE by
comparing its statistical properties to those of the existing LQEs.

The third contribution is to study the impact of FLQE on CTP routing protocol.

The fourth contribution is to optimize FLQE implementation for better per-
formance by using both simulation and real experimentations.

1.3.2 Practical Contributions

The first contribution [9] is to participate at the implementation and the de-
ployment of an experimental testbed called RadiaLE, which aims at automating the
experimental performance evaluation of LQEs. RadiaLE adopts the first evaluation
methodology introduced in [10], which consists in analyzing the statistical properties
of LQEs independently of higher layer protocols, namely MAC and routing protocols.
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The second contribution is to update RadiaLE functionalities in order to adopt
the second evaluation methodology introduced in [10], which consists in investigating
the impact of LQEs on CTP routing protocol.

1.4 Research Context
This Master Thesis was developed within ReDCAD research unit at ENIS (Ecole Na-
tionale d’Ingénieurs de Sfax, University of Sfax), in collaboration with (1) CISTER
Research Unit at ISEP/IPP (Instituto Superior de Engenharia do Porto/ Instituto
Politécnico do Porto) (2) COINS Research Unit at CCIS/IMAMU (College of Com-
puter and Information Sciences / Al-Imam Mohamed bin Saud University) and (3)
the Department of Automation and Systems (DAS) of the Federal University of
Santa Catarina (UFSC). Another institution has partially contributed to the devel-
opment of this thesis, which is Prince Research Unit, at the University of Sousse.
This collaboration was in the context of the Ph.D. work of Nouha Baccour, which
is performed in collaboration between ReDCAD research unit at ENIS (Ecole Na-
tionale des Ingénieurs de Sfax) and CISTER Research Group at ISEP/IPP (Instituto
Superior de Engenharia do Porto/Instituto Politécnico do Porto). One practical ob-
jective in Nouha’s PhD is the experimentation of LQEs using real deployment to
validate the performance of a newly proposed fuzzy link quality estimator, F-LQE
by comparing its performance to those of existing LQEs. For that purpose, Nouha
Baccour has proposed two evaluation methodologies:

The first evaluation methodology consists in analyzing statistical properties
of LQEs, independently of higher layer protocols, namely MAC and routing pro-
tocols. Hence, Nouha has designed RadiaLE, a test-bed that allows for the per-
formance evaluation of LQEs based on this methodology. RadiaLE comprises the
hardware components of the WSN test-bed (TelosB nodes, USB cables/hubs) and a
software tool for setting up and controlling the experiments and also for analyzing
the collected data, allowing for LQEs evaluation. The implementation of RadiaLE
functionalities as well as its deployment at Porto has been done jointly by Maissa
Ben Jamaa and Denis Do Rosario in the context of their master thesis work. The
work of Maissa consisted mainly of implementing a MATLAB application for an-
alyzing the experimental data and generating graphs and statistics. On the other
hand , the work of Denis was mainly the deployment of RadiaLE at ISEP/IPP. A
joint work between Maissa and Denis was the implementation of a Java application
for the experiment control.

The second evaluation methodology consists in studying the impact of LQEs
on higher layer protocols - specifically CTP routing protocol. Particularly, this study
aims at (i.) the identification of F-LQE limitations when integrated to CTP and
then (ii.) its optimization in order to get better performances. This study has been
carried out in the context Maissa Ben Jamaa master thesis.
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1.5 Structure Of The Thesis
The remainder of this Thesis is structured as follows. Chapter 2 gives a brief overview
about WSNs technology followed by a description of WSNs radio link characteris-
tics. Then, a review of most representative Link Quality Estimators (LQEs) in the
literature is given.
The performance evaluation strategy consists in experimentally (1) studying the
statistical properties of existing LQEs and then (2) investigating their impact on a
higher layer protocol. For that, chapter 3 is devoted to present our experimental
testbed called RadiaLE exploited to evaluate the performance of different LQEs.
Chapter 3 starts by surveying the state of the art of existing testbeds designed
for the experimentation of WSN. Chapter 4 and 5 describe respectively the experi-
ments setup, scenario and results of both statistical properties and impact on routing
studies. Chapter 6 introduces our strategy and our experimental results for the op-
timization of FLQE Link Quality Estimator. FLQE [12] is a recently proposed Link
Quality Estimator. A general conclusion and future work are finally presented at
the end of this Thesis.



Part I

General Background
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Chapter 2

Wireless Sensor Networks and Link
Quality Estimation

2.1 Introduction
Wireless Sensor Networks (WSNs) are more and more tightly integrated at different
practical real life levels such as security ensuring, environment monitoring, home
automation, enemy tracking, etc. This high integration illustrates how powerful this
recent technology is. Indeed, the deployment of a WSN boosts human interaction
with his physical environment in terms of fastening and easing data collection. How-
ever, efficient data collection relies on reliable communication. Radio (wireless) links
are often lossy and error prone. Thus, fulfilling reliable communication remains one
of the main challenges for wireless networks in general, and WSNs in particular.
In fact, it has been shown in several studies [53, 57, 56, 33, 8, 60] that radio links
in WSNs often have asymmetric and irregular qualities over time and space which
makes the communication over them very unreliable and losses prone. To address
this challenge, many work have been investigated in developing mechanisms called
“Link Quality Estimators” (LQEs) exploited to distinguish between high, medium
and bad quality radio links. Link quality estimation is utmost important in improv-
ing higher layer protocols efficiency. Indeed, considering the routing case; tracking,
identifying and utilizing links with highest quality for packet forwarding increases
network performance in terms of energy saving and successful packet delivery in-
creasing.
To elaborate on this issue, this chapter presents a brief overview on WSNs, followed
by a description of WSNs radio links characteristics. Then, examples of link qual-
ity estimations applicabilities jointly with a review of most representative LQEs in
literature are given.

2.2 Wireless Sensor Networks (WSNs)

2.2.1 Overview

Wireless Sensor Networks (WSNs) are self-configured wireless networks composed
of a set of cooperative, small and battery powered devices equipped with sensing

6
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and communication capabilities. These devices (referred to sensor devices or sensor
nodes or motes) are intended to collect measurements from their environment of
deployment. Being often massively deployed, they are designed with severe con-
strained and low cost resources.
WSNs invention has been an immediate result of the conjunction of advances in
microelectronics and wireless communication technologies, coupled with the need to
easily envision of a wide range of real world applications [16, 39]. With the asset
of its unprecedented flexibility and low cost, we are witnessing today, a growing
integration of this new promising technology in several monitoring and tracking in-
terest domains such as health care, agriculture, security, military surveillance, home
automation and environment monitoring.
According to [44] and as depicted in Figure 2.1, a typical architecture of a WSN con-
sists of four basic components: (i.) an assembly of remotely distributed or localized
sensors (ii.) an interconnecting network (usually, but not always, wireless-based)
(iii.) a central point of information clustering said Clustering Node (referred also as
sink node) and (iv.) a set of computing resources at the central point (or beyond,
i.e: at a Final Processing Node) to handle data correlation, event trending, status
querying, and data mining.

Figure 2.1: Typical architecture of a WSN [44]

The main objective of WSN deployment (i.e measurements collection) in itself
seems to be non-complex; however the ensuring of its correct operation wraps serious
challenges. Indeed, in one hand, due to the increasing demand of cheap and small
size devices, sensor nodes are designed with limited resources in terms of energy,
memory, computation and transmission capabilities. Yet, the performance require-
ments are limitedly relaxed. On the other hand, sensor nodes have to perform several
activities including sensing, computing and communication. They also have to strive
to operate for a long period. Hence, the key challenge is how we could ensure correct
operating and long-lived network in spite of resources scarcity impeding? The more
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works in the domain try to find a compromise answer to this question by developing
advanced hardware platforms and advanced software solutions, the more new re-
search topics raise and the more considerable efforts have to be devoted. Hardware
advances interest in optimizing and improving internal architecture of sensor nodes
and in reducing their costs [55]. Software advances interest in addressing issues such
as energy saving, network lifetime increasing, security ensuring, connectivity main-
tain, mobility managing etc by developing sophisticated protocols, softwares and
standards.
An overview about these advances is presented in what follows.

2.2.2 Hardware Advances

Being thrown in the target environment, an operating sensor device has to support
four basic functionalities:

1. Data sensing from the surrounding environment

2. Data storing

3. Data processing

4. Communicating with other sensor devices in the network

Ensuring these functionalities requires the availability of five basic hardware com-
ponents when designing a sensor device as illustrated in the next Figure.

Figure 2.2: Sensor device: Hardware components

The design of these hardware components has witnessed seminal advances in
order to tackle energy saving problem and in order to improve network efficiency.
Consider Crossbow [1] products as typical examples; we can see, by skimming the
chronicle of manufactured sensor devices, a clear reduction in active and sleep power
with an improvement in data rate, memory sizes and applications support. Further-
more, recent platforms are designed to be IEEE 802.15.4 standard compliant which



CHAPTER 2. WIRELESS SENSOR NETWORKS AND LINK QUALITY ESTIMATION9

is a standard designed for low cost, low power networking and Low Rate Wireless
Personal Area Networks (LRWPANs). Figure 2.3 outlines this chronicle.

Table 1.the chronicle of Crossbow manufactured sensor devices 

Mote Type 
René2 

2000 

Mica 

2001 

Mica2 

2002 

MicaZ 

2004 

Telosb 

2004 

Imote2 

2007 

 
   

   

Micro-Controller 

Type 
ATMegaL 

163 
ATMegaL 128 

IT 

MSP430 

Intel PXA271 

XScale 

Program memory 

(KB) 
16 128 48 32768 

RAM (KB) 1 4 10 256 

Current Draw 

(Active mode) 
15 (mW) 5.5 mA 8 mA 1.8 mA 31 mA 

Current Draw 

(Sleep mode) 
45(µW) <20(µA) <15(µA) 5.1 µA 390 µA 

Wakeup Time (µs) 36 180  6  

Communication 

Radio TR1000 CC1000 CC2420 

Data rate (kbps) 10 40 38,4 250 

Modulation 

scheme 
OOK ASK FSK O-QPSK 

Programming and sensor interface 

Communication 
IEEE 1284 (programming) and RS232 (requires 

additional hardware) 
USB  

Applications 

  

• Security, Surveillance 

and 

Force Protection 

• Environmental 

Monitoring 

• Large Scale Wireless 

Networks 

• Distributed 

Computing Platform 

• Indoor 

Building 

Monitoring 

and 

Security 

• Acoustic, 

Video, 

Vibration 

and 
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Figure 2.3: The chronicle Of Crossbow manufactured sensor devices

According to [41], the power of WSN technology can be fully harnessed only if
proper software solutions are made available to application developers in addition
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to hardware advances.

2.2.3 Software Advances

A WSN can be viewed in two levels [42]. The first one is the network level rep-
resenting mainly the wireless communication between sensor nodes. The second is
the sensor node level consisting of hardware, radio, CPU and embedded softwares.
For the first level, the presence of communication standards is necessary in order to
ensure the interoperability between sensor nodes of different manufacturers. While
for the second level, the presence of operating systems is required to provide com-
mon services typically are (i.) hardware management of sensors, radios, CPU, and
I/O buses, (ii.) tasks coordination, (iii.) power management, (iv.) adaptation to
resource constraints, and (v.) networking [17]. Non exhaustive descriptions of WSN
related Operating Systems (OSs) and communication standards are presented in
what follows.

2.2.3.1 Operating Systems

Operating Systems (OS) designed for Wireless Sensor Network (WSN) differ greatly
from traditional ones, especially because of resources and energy constraints of sen-
sor devices. Several operating systems have been designed with respect to these
particular characteristics such as “TinyOS”, “Mantis”, “Contiki” and “Emstar”. The
following section gives a brief snapshot about these OSs.

2.2.3.1.1 TinyOS TinyOS is an event driven execution model and component-
oriented architecture operating system developed by Berkeley EECS Department.
It provides a rich library of components including hardware abstractions (chipcon,
sensor, memory, microcontroller, I/O buses, etc), resources management facilities
(resource arbitration, power management) and communication protocols (MAC,
routing, etc). Developing applications under TinyOS requires being familiarized
with NesC which is C like programming language. Currently, TinyOS is widely
used by over 500 research groups and companies. It can be considered as the leader
among the other available operating systems designed for sensor networks. Its well
reputation is justified by the following provided options:

1. Accessibility for free and open source code downloads.

2. Ease of installation and use.

3. Availability of large amount of documentations and online tutorials.

4. The support of broad motes platforms especially those manufactured by Cross-
bow company

According to [43], TinyOS suffers from two major disadvantages: the non-preemption
due to its event driven execution model and the non-memory protection as no virtual
memory concept or memory management exists in it.
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2.2.3.1.2 Mantis Mantis (multimodal system for networks of in situ wireless
sensors) is a preemptive multithreaded embedded operating system for wireless sen-
sor networks. Mantis multithreading enables sensor nodes to natively interleave
complex tasks with time sensitive tasks [28]. Mantis applications are written in C
and executed as threads. The Network stack and the scheduler are also implemented
as threads [43]. Threads maintaining is managed by the kernel. In fact, the kernel
maintains a thread table specifying thread priority, thread handler and other thread
related information. According to [43], Mantis suffers from the overheads of context
switching and the memory allocated per each thread. Such overhead is discouraged
for resource constrained systems like WSN.

2.2.3.1.3 Emstar EmStar is not exactly an operating system but a program-
ming model and software framework for creating Linux-based sensor network ap-
plications. Emstar enables unmodified TinyOS applications execution within the
EmStar environment through its wrapper layer EmTOS. EmStar provides also two
hybrid modes that combine simulation with real wireless communication and sensors
in the environment. Each of these modes run the same code and use the same con-
figuration files, allowing developers to seamlessly iterate between the convenience of
simulation and the reality afforded by physically situated devices [25].

2.2.3.1.4 Contiki Contiki is an event driven execution model operating system
supporting multithreading as an optional application level library [43]. The kernel of
Contiki supports two types of events: synchronous and asynchronous. Synchronous
events require the immediate running of the event handler and are required to run
to completion [40]. Asynchronous events, in contrast, could be dispatched at a
later time. In Contiki, communication protocol stack, device drivers, sensors data
handling are implemented as service. Each service has an interface indicating its id
and an implementation. Since services are replaceable [40], service implementation
can be changed at run time.

2.2.3.1.5 Discussion The previously presented OSs belong mainly to two op-
posite models: event-driven and thread-driven models. Each model has its unique
characteristics and its proper pros and cons. The following tables outline the ad-
vantages and the disadvantages of each model based on the work published in [40].

Table 2.1: Advantages and disadvantages of the event-driven model

Advantages Disadvantages
Concurrency with low resources Event-loop is in control
Complements the way networking pro-
tocols work

Program needs to be chopped to sub-
programs

Inexpensive scheduling technique Bounded buffer producer-consumer
problem

Highly portable High learning curve
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Table 2.2: Advantages and disadvantages of the thread-driven model

Advantages Disadvantages
Eliminates bounded buffer problem Complex shared memory
Programmer in control of program Expensive context switches
Automatic scheduling Complex stack analyses
Real-time performance High memory footprint
Low learning curve Not portable due to stack manipulation
Simulates parallel execution Performs better on multiprocessors

2.2.3.2 Communication Standards

In order to achieve cost reduction through mass production [5] and to ensure the
interoperability between devices of different manufacturers, a number of communi-
cation standards have been established. A brief overview of the most well-known
ones are presented next.

2.2.3.2.1 Zigbee Zigbee is a standardized network protocol stack built on top
of the IEEE 802.15.4 network specification. In fact, the two lowest layers: Physical
and Medium Access Control layers are provided by the IEEE 802.15.4, while Zig-
Bee defines two other layers: the Application Layer (APL) and the Network Layer
(NWL).
The physical layer uses Sequence Spread Spectrum (SSS) modulations schemes and
operates on one of three possible unlicensed frequency bands :

• 868.0-868.6 MHz: Europe, allows one communication channel (2003, 2006)

• 902-928 MHz: North America, up to ten channels (2003), extended to thirty
(2006)

• 2400-2483.5 MHz: worldwide use, up to sixteen channels (2003, 2006)

The MAC controls the access to the medium using the CSMA-CA mechanism ac-
cording to two different modes: beacon enabled and non-beacon enabled modes. In
the non-beacon enabled mode all nodes in the network can transmit their packets
whenever the channel is Idle. In contrast, in the beacon enabled mode, nodes in
the network can only transmit their packets in predefined time slots. The time slots
assignment is defined in a superframe, periodically sent by a coordinator node. The
superframe specifies for each node the specific time slot during which it can trans-
mit and receive its packets. The superframe may also contain a common slot during
which all nodes in the network compete by using CSMA-CA mechanism to access
the channel.
The goal of the Network Layer is to manage the routing policy, the security proce-
dures and the establishment of the topology and its control.
Finally, the Application Layer is responsible of the forwarding of messages between
devices and the maintaining of binding tables. These binding tables match devices
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according to their services and their needs.
Zigbee classifies devices according to their functionalities on three types:

• Zigbee Coordinator (ZC): It is the most sophisticated device among others as
it is the responsible of the initiation of the network, the maintaining of its
overall information and coordinates the bridging with other networks.

• Zigbee Router (ZR): It is an intermediate device working as a relay between
ZED devices to ensure their distributed multi-hop communication.

• Zigbee End Device (ZED): it works an ordinary sensor node that collects mea-
surement from the surrounding environment and that communicates with its
parent (either a coordinator or a router).

2.2.3.2.2 Bluetooth It is a short range wireless communication standard oper-
ating in the unlicensed 2.4-GHz frequency band. Bluetooth is invented by telecoms
vendor Ericsson in 1994.
Bluetooth connects devices together in a star-shaped topology (a piconet) and ap-
plies master and slave concept. In fact, Bluetooth devices have to wait until the
master of the piconet allows them to communicate [24]. Communication time in
Bluetooth is divided into slots. The odd-numbered slots are reserved for the master
device, while the even-numbered ones are reserved to slave devices. Slave devices can
only transmit in response to a query from the master device. Further, even devices
have data to transmit, they must wait until the master device authorize them [24].
The major drawback of Bluetooth is that the maximum number of simultaneously
interconnected devices is limited : Only one master and up to seven slave devices
per piconet.

2.2.3.2.3 WirelessHart Highway Addressable Remote Transducer (HART) is
a wireless communications standard suitable for industrial applications such as pro-
cess control, measurement and management applications. The main advantages of
this standard are its reliability, security, compatibility with existing devices and
more importantly its energy efficiency. The reliability is traduced by its capability
of coexisting with other wireless networks in the vicinity (immunity against inter-
ference) thanks to adopted modulation scheme (channel hopping) and the usage of
time-synchronized messaging. The security is ensured through the usage of encryp-
tion, authentication, key management, and other open industry-standard security
practices [6]. And the energy efficiency is guaranteed by the Smart Data Publishing
and other techniques that make batteries, solar and other low-power options prac-
tical for wireless devices [6].
A WirelessHART network consists of three basic components:

• Wireless field devices : they are connected to process or plant equipments.

• Gateways : they enable the communication between the wireless field devices
and the host applications connected to a high-speed backbone or other existing
plant communications network.
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• Network manager : it configures the network and schedule communication be-
tween devices. It also manages the routing and network traffic. It can be
integrated into the gateway, host application, or process automation controller.

2.2.3.3 Discussion

Existing operating systems and communication standards are two facilities given to
application developers in order to ease the building of optimized, energy efficient
and inter-operable WSN software solutions. Nevertheless, application developers
still have to deal with challenges related to WSNs when designing new applications,
algorithms and network protocols. Examples of these challenges are:

• Insecurity: Sensor nodes are usually thrown in hostile environments. Nu-
merous kinds of attacks can thereby threaten the confidentiality, the integrity
and the operation of the network.

• Frequent topology changes: Sensor nodes mobility and their batteries drain
lead to frequent changes in the network topology requiring thus an instanta-
neous adaptation at communication protocols level.

• Erratic quality communication links: While propagating though the wire-
less medium, transmitted signals are subject of different phenomena leading
to their distortion. This makes the quality of communication links extremely
erratic. A need to carefully track the quality of these communication links be-
comes necessary. Link quality estimation emerges as an important mechanism
to determine how good communication links are. We particularly interest in
this Master thesis to Link Quality Estimations. The following section elabo-
rates more on this mechanism.

2.3 Link Quality Estimation
In wireless communication, interference, multi-path effects, harsh environment con-
ditions have a huge impact on the correct signal propagation. Interference is caused
when simultaneous transmissions are done by near operating wireless networks shar-
ing the same transmission channel. Multi-path effects consist in signals absorption,
attenuation, reflection and scattering when hurting obstacles, smooth and rough
surfaces. More the signal strength is strong more it will be resilient against these
communication hurdles. However, in Wireless Sensor Networks and because of strin-
gent cost and energy constraints, sensor nodes are hampered by a low-power radio
transceiver which emits very low strength signals. Therefore, while propagating
though the wireless medium, these signals are weak enough to be resilient against
unwanted modifications. Consequently and comparing to other wireless networks,
the quality of radio links found in Wireless Sensor Networks experiences erratic
variation over time and space making the communication over them very unreliable.
Numerous studies in the field [27, 18, 53, 34, 56, 57, 59, 50, 60, 33, 8, 23] have been
conducted in order to understand radio links unreliability by grasping their partic-
ular characteristics. In these studies, several experiments have been performed in
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different environment of deployment and under different network settings. All these
studies agreed on several observations, which are presented in what follows.

2.3.1 WSNs Radio Links Characteristics

2.3.1.1 Non-isotropic connectivity

Figure 2.4 shows that the Received Signal Strength Indicator (RSSI) varies contin-
uously when incrementally changing of the propagation direction from the sender
[57]. This variability leads to non-isotropic Packet Reception Ratio (PRR) which
means that the PRR does not have the same value in all directions from the source
as depicted in Figure 2.5.

Figure 2.4: Non-isotropy in Received Signal Strength Indicator (RSSI) [57]

Figure 2.5: Non-isotropy in Packet Reception Ratio (PRR) [57]

2.3.1.2 Existence Of a Gray Area

Empirical studies [54, 56] have shown the existence of a three reception regions [Fig-
ure 2.6]: Effective region (called also Connected Region), clear region (called also
disconnected region) and transitional region (called also gray area). The connected
region is characterized by high Packet Reception Ratio (indicated as Reception Suc-
cess Rate in the next Figure) stable and symmetric links [60]. The extents of this
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effective region increase with transmit power [54]. The transitional region is char-
acterized by the presence of unreliable and asymmetric links [60]. Finally the dis-
connected region is characterized by the absence of practical links for transmission
[60].

Figure 2.6: Reception regions [54]

2.3.1.3 Non Monotonically Distance Decay

As it may be observed from the previous Figure, the Packet Reception Ratio (PRR)
(indicated as “reception success rate” in the Figure) of links within the gray area
does not monotonically decay with distance. This means that nodes that are ge-
ographically far away from the source may get better PRR than nodes that are
geographically closer.

2.3.1.4 Temporal variability:

Tracking the PRR as function of time shows its continuous variation. This variation
is mainly observed when links are situated in the gray area. Figure 2.7 highlights
this behavior.

Figure 2.7: PRR temporal variability [54]
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2.3.1.5 Asymmetry

Asymmetry is quantified by the difference between Packet Reception Ratio (PRR)
for a link pair between i and j [56] as mentioned bellow:

|PRRi→ j − PRRj → i| (2.1)

More this difference is great more the link is considered as highly asymmetric. [27]
and [60] argue that hardware variance as well as differences between sensor node in
transmit power and reception sensitivity are identified as the cause of link asymme-
try. Further [60] argues that link asymmetry play a significant role on the extent of
the transitional region.

2.3.1.6 Discussion

All of these findings have questioned the validity of the idealized binary model which
assumes a disc-shape reception region where packets are received only within a cer-
tain distance separating the sender and the receiver nodes[60]. The binary model
assumption is definitely unrealistic for two major reasons: (1) two sensor nodes
placed at the same distance to the sender may have extremely different packet re-
ception ratio (e.g. 10% and 90%) (2) there is a non-zero probability of receiving a
packet at a long distance from the sender [27].
Further, several studies [27, 33, 58] have shown that these characteristics can have
a major impact on the performance of higher layer protocols [60]. Authors of [58]
demonstrate that links unreliability can have a negative impact on routing protocols,
particularly geographic forwarding schemes [60]. In [27], authors show that flooding
mechanisms for data dissemination can be significantly affected by link asymmetry
even by using the simplest one. De Couto et al have also deduced that the tradi-
tional routing metric “Shortest path” works poorly in WSN due to links unreliability
as minimizing the hop-count maximizes the distance traveled by each hop, which
is likely to minimize signal strength and thus minimize the Packet Reception Ratio
[21]. We conclude that links unreliability becomes a challenge for higher layer pro-
tocols designer. Many works have been investigated in addressing this challenge by
developing mechanisms called “Link Quality Estimators” (LQEs) exploited to dis-
tinguish between links with high, medium and bad quality. Link quality estimation
is utmost important in improving higher layer protocols efficiency. The following
section sheds the light on examples of Link Quality Estimation applicabilities.

2.3.2 Link Quality Estimation Usefulness

Link quality estimation can be applied in various contexts, such as routing, rate
adaptation and mobility managing [52].

• Routing: Traditional routing protocols rely on hop-count information to route
data. By consequence, they select links with arbitrary quality. However, rout-
ing over good quality links instead of over arbitrary ones, increases network per-
formance in terms of energy saving and successful packet delivery increasing.
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In fact, transmitting over good quality links reduce the number of transmis-
sions required to successfully deliver a packet to the next-hop, which in effect
reduces energy consumption. Moreover, link quality estimation enhances the
selection of the most stable routes for communication [10]. Stable routes are
built by selecting good quality links and discarding bad quality ones which in
effect increases the end-to-end probability of message delivery and minimizes
the route re-selection operation triggered by links failure [10].

• Rate adaptation: Rate adaptation is referred to the mechanism of selecting
one out of multiple available transmission rates at a given time [22]. The
effectiveness of a link adaptation scheme depends on how fast it can respond
to the wireless channel variation [22]. Thus, the transmitter can select the
adequate transmission data rate that with being sustained by the current link
quality information [52].

• Mobility managing: Link quality estimate can be used to determine when
to hand over a mobile user to another cell or sector, or when to deploy relays
to create in real time a multi-hop network [46]. Relays are created in real
time to extend the communication range through multihop relaying when the
range of single-hop wireless communication is limited by distance or harsh
radio propagation conditions [46].

In this context, several Link Quality Estimators (LQEs) have been designed. The
next section reviews the most reported LQEs in literature.

2.3.3 Examples Of Link Quality Estimators (LQEs)

Link quality estimators are link quality measurement metrics exploited to determine
how good communication links are. Several Link Quality Estimators (LQEs) have
been reported in the literature. These LQEs can be classified to three classes: re-
ceiver side estimators, sender side estimators and hybrid side estimators.

NB: Given a sensor node, we refer by “uplink”, the link on which the
sensor node sends its packets and by “downlink”, the link on which the
sensor node receive packets.

2.3.3.1 Receiver side estimators

Receiver side estimators are computed at the receiver sensor node based on the
received traffic and estimate the downlink quality. We name:

2.3.3.1.1 RSSI Acronym of Received Signal Strength Indicator, RSSI is read
form an 8 bit register in the radio chipcon. Consider for example CC2420 radio
chipcon [7], RSSI acquisition start by sampling the signal strength over the first 8
symbols following the Start of Frame Delimiter (SFD) of the received packet. Then
CC2420 averages the measured values and stores the computed value in the register
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RSSI_VAL. Based on the work of [48], RSSI can provide a quick estimate of whether
an downlink link is in the gray region or not.

2.3.3.1.2 LQI Acronym of Link Quality Indication, LQI is also a hardware met-
ric provided by the CC2420 radio chipcon. As RSSI, LQI is an average correlation
value of samples computed over the first 8 symbols following the Start of Frame
Delimiter (SFD) of the received packet. Based on the work of [48], LQI can provide
an estimate of where in the gray region a link is.

2.3.3.1.3 SNR Acronym of Signal to Noise Ratio, SNR is a measure quantifying
how much a signal has been corrupted by noise. SNR expressed in decibel (dB), is
the ratio of signal power to the noise power corrupting the signal. SNR is a hardware
metric reflecting roughly the channel quality in terms of noise presence.

2.3.3.1.4 PRR Acronym of Packet Reception Ratio, PRR is defined as the num-
ber of successfully received packets over the number of sent packets. The number of
sent packets is the sum of received and lost packets. The receiver infers the losses
in packet reception by tracking the sequence numbers and counting gaps between
them. PRR estimates are computed for each window of “w” received packets, as
follows:

PRR(w) =
Number of received packets

Number of sent packets
(2.2)

2.3.3.1.5 WMEWMA Acronym of Window Mean Exponential Weighted Mov-
ing Average, WMEWMA uses a Exponential Weighted Moving Average (EWMA)
filter to combine recently and previously PRR computed estimates. We say that
WMEWMA smooths PRR estimates in order to provide transient fluctuations re-
sistant metric. EWMA filter is a function that gives greater/lower weight to more
recent measurements and exponentially decrease/increase weight of older ones. The
rate of decrease is governed by a smoothing factor α which ranges between 0 and 1.
WMEWMA can is calculated as follows:

WMEWMA(w) = α ∗WMEWMA+ (1− α) ∗ PRR (2.3)

2.3.3.1.6 ETX Acronym of Expected Transmission count, ETX approximates
the required number of retransmissions to successfully deliver a packet. ETX takes
into account link asymmetry by estimating the uplink quality from the sender to
the receiver, denoted as PRRup, as well as the downlink quality from the receiver to
the sender, denoted as PRRdown [10]. By combining PRRup and PRRdown, ETX
provides an estimation of the bidirectional link quality, expressed as follows:

ETX(w) =
1

PRRdown ∗ PRRdup
(2.4)
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2.3.3.1.7 F-LQE Acronym of Fuzzy Link Quality Estimator, FLQE, a recently
proposed estimator, combines four link quality properties namely, packet delivery
(SPRR), ASymmetry Level (ASL), Stability Factor(SF), and channel quality quan-
tified by SNR (ASNR). SPRR defines the capacity of the link to successfully deliver
data, ASL is represents the difference in connectivity between the uplink and the
downlink, SF quantifies the variability level of the link, and the ASNR reflects the
degree of noise in the communication channel. Each of these proprieties is defined
as a fuzzy variable. The overall quality of the link is traduced in a fuzzy rule:

IF the link has high packet delivery AND low asymmetry AND high stability AND
high channel quality THEN it has high quality

The above rule is translated to the following equation:

µ(i) = β ∗min(µSPRR(i), µASL(i), µSF (i), µASNR(i))+

(1− β) ∗mean(µSPRR(i), µASL(i), µSF (i), µASNR(i))
(2.5)

where: µSPRR, µASL, µSF and µASNR are the membership functions of the fuzzy
variables. The next Figure depicts their definitions.

Figure 2.8: F-LQE membership functions [11]

Finally, F-LQE uses a EWMA filter to smooth its estimates as follow:

FLQE(w) = α ∗ FLQE + (1− α) ∗ 100 ∗ µ(i) (2.6)

2.3.3.2 Sender side estimators

Sender side estimators are computed at the sender sensor node based on the sent
traffic and estimate the uplink quality. We name:
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2.3.3.2.1 RNP Acronym of Requested Number of Packets, RNP counts the
required number of packet transmissionsretransmissions (txrtx) before a successful
reception. This metric is computed for each w transmitted (tx) and re-transmitted
(rtx) packets as follows:

RNP (w) =
Number of tx and rtx

Number of successfully sent packets
(2.7)

The number of successfully sent packets is determined by the sender as the number
of acknowledged packets.

2.3.3.3 Hybrid side estimators

Hybrid side estimators are computed at the sender sensor node based on both sent
and received traffics. We name for example:

2.3.3.3.1 Fourbit Fourbit estimator is an estimator computed at the sender sen-
sor node level and approximates the packet retransmissions count based on statistics
collected from received and sent packets. In fact based on “w1” received packets, the
node computes the WMEWMA estimate and derives an approximation of the RNP,
denoted as estETXdown, as follows:

estETXdown(w) =
1

WMEWMA
− 1 (2.8)

Further, the sender computes RNP, denoted as estETXup, based on “w2” trans-
mitted/retransmitted data packets to the receiver. Finally, Fourbit combines both
estETXup and estETXdown metrics via the EWMA filter, in order to obtain an
estimate of the bidirectional link expressed as follows:

Fourbit(α,w) = α ∗ Fourbit+ (1− α) ∗ estETX (2.9)

Where estETX corresponds to estETXup or estETXdown.

2.3.3.4 Discussion

In [10], it has been argued that although RSSI, LQI and SNR have the advantage of
not requiring additional computation overhead, they are judged as not sufficient to
characterize the holistic link quality as they are measured uniquely based the first
8 symbols of a received packet and not the whole packet. RSSI, LQI and SNR are
considered as Hardware estimators [10] as they are directly extracted from the
radio chipcon. Other estimators are considered as Software estimators. Software
estimators enable to count or approximate either the reception ratio (PRR) or the
average number of packet transmissions/retransmissions (RNP) before its successful
reception [10]. Hence, they can further be classified as PRR−counting estimators
and RNP−counting estimators [10]
The following tables outlines the characteristics of each mentioned estimator.
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Table 2.3: Characteristics of different LQEs

Software/Hardware Location Direction
RSSI Hardware Receiver Unidirectional
LQI Hardware Receiver Unidirectional
SNR Hardware Receiver Unidirectional
PRR Software Receiver Unidirectional
WMEWMA Software Receiver Unidirectional
ETX Software Receiver Bidirectional
FLQE Hybrid Receiver Bidirectional
RNP Software Sender Unidirectional
Fourbit Software Hybrid Bidirectional

2.4 Conclusion
In this chapter we have given an overview of Wireless Sensor Network (WSN) tech-
nology and highlighted its radio link irregularities. Link quality estimation emerges
as an important mechanism for higher layer protocols to overcome this pitfall. In
this regard, several Link Quality Estimators (LQEs) have been proposed. Link
Quality Estimators are either receiver side, sender side or hybrid side estimators.
Link quality estimation is utmost important in improving higher layer protocols effi-
ciency. However, ensuring such performance is closely related to the accuracy of link
quality estimates. Indeed, poor link quality estimates can cause a 200% or greater
slowdown in network throughput [21]. Thus, evaluating the performance of Link
Quality Estimators (LQEs) remains mandatory.
Prior works [10, 11] have studied the performance of PRR, WMEWMA, ETX, RNP,
Fourbit and FLQE using TOSSIM2 simulator. In [10], the authors have first an-
alyzed the statistical properties of (PRR, WMEWMA, ETX, RNP, Fourbit) inde-
pendently of higher-layer protocols. Then, they investigated their impact on the
Collection Tree Routing protocol (CTP) [2]. In [11], the authors extended the first
evaluation methodology presented in [10] to validate their new proposed estimator
(FLQE). However, the validation of FLQE might not be conclusive as it is based
on simulation. Furthermore, the impact of FLQE on higher layer protocols has not
been investigated. Therefore, it is important to evaluate the performance of different
LQEs based on real experimentation, in order to get more realistic and trust-able
observations.
The next part of this Thesis describes in depth our experimental study by firstly
introducing our benchmarking tool exploited to conduct the real experimentations
and then by presenting LQEs statistical properties and their impact on routing.



Part II

Experimental Study

23



Chapter 3

RadiaLE: A Framework For
Benchmarking LQEs In WSNs

3.1 Introduction
Simulation and real experimentation are two fundamental techniques that are widely
used in the research community to conduct experimentations such as experiments
for a performance evaluation study. Simulation provides a rapid prototyping solu-
tion but it lacks accuracy as it usually relies on simplified and stochastic models.
In contrast, real experimentation provides much more accuracy and fidelity. Since
the performance evaluation of LQEs highly depends on real network conditions,
conducting such study trough simulation shows limited extent and depends on the
accuracy of the simulator. For that reason, it has been proposed, in order to replicate
the study presented in [11], to use or to build a benchmarking tool commonly called
testbed that automates the performance evaluation of different LQEs. This testbed
will be firstly used to analyze and understand the statistical properties of link qual-
ity estimators independently of any external factor, such as collisions and routing.
Only the impact of the physical layer and the data link layer (retransmissions) are
considered. Towards this goal, the present chapter starts by surveying the state
of the art of existing testbeds designed for the experimentation of WSNs and then
describes our implemented RadiaLE testbed that fit more with our requirements.

3.2 Experimental Testbeds For WSNs: Literature
Review

Testbed designed for the experimentation of WSNs, consists, generally, of hard-
ware and software components 3.1. The hardware components encompass sensor
nodes, programming boards, computers and connectors (Ethernet connection, USB
connection, secondary wireless connection etc). In contrast, software components,
encompass usually:

• User interfaces (scripts or a GUI) for the interaction with the deployed sensor
network.

24
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• A database for permanent data storage. This data are gathered during exper-
iments’ running.

• A serial forwarded enabling the communication between sensor nodes and user
interfaces.

• An embedded operating system enabling sensor nodes programming.

Figure 3.1: Testbed’s components

Many testbeds have been designed for the experimentation of WSNs. They can be
classified to two classes: fixed topology based testbeds and flexible topology
based testbeds. Testbeds belonging to the first class have been designed to offer
open access to a permanently pre-deployed wireless sensor network where the user
can change neither its topology nor the environment where it is deployed. In con-
trast, testbeds belonging to the second category have been designed to give users
ability to define their own topology and environment of deployment.

3.2.1 Fixed Topology Based Testbeds

3.2.1.1 MoteLab

MoteLab [29] is a remotely accessible testbed developed by Harvard University.
Through, its web interface, MoteLab enables for registered users to interact with
available sensor nodes by installing Tinyos binary images, scheduling and running
experiments. Sensor nodes consist of 190 TMote Sky motes, deployed in an indoor
environment, in a fixed fashion over 3 floors of the “Electrical Engineering and Com-
puter Science” building at Harvard University. Each mote is powered from wall
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power and is connected to the Ethernet network of the building. The advantage of
being connected to the Ethernet network is providing a separate control network
over which it facilitates the direct capture of debugged data sent over serial ports
and the quick sensor nodes reprogramming.
Motelab software architecture consists of the four following components as depicted
in Figure 3.2:

• A web interface

• job daemon.

• DB logger

• And a SQL database server

The web interface: it is the front-end of subscribed users to create experiments,
called “jobs” in Motelab jargon, by firstly uploading the executable files: binary im-
ages obtained from TinyOS operating system, and class files defining the structure
of messages sent over serial ports. Secondly by selecting involved job sensor nodes
count and ids, third by assigning programs to motes and optionally enabling 250 Hz
power data collection on Mote 118. And finally, by setting job execution starting
time and duration which is limited by the authorized user quota.

The job daemon: it is the most important component in Motelab architecture
as it orchestrates jobs setting up including node reprogramming and jobs scheduling.

The DB logger: being connected to each node, DB logger responsibility con-
sists in the reception of messages sent by sensor nodes over serial ports and their
storage in a SQL database.

The SQL database server: it contains a set of databases storing two separated
information: job generated data and testbed state. In fact, once subscribed, Mote-
lab creates for the new user a database where his related experiments settings and
debugged data will be stored. There is also another kind of database in this SQL
server holding all testbed information, including users’ details and attributed quo-
tas; sensor nodes’ states; information about uploaded files; job properties; and the
testbed reservation schedule.

To our best knowledge, Motelab designers were the pioneer in providing public acces-
sible and permanent available Testbed. May be also, the numerous useful provided
features were the basic assets behind its well reputation and its wide usage in the
research community. However, authors of [20] have questioned the efficiency of the
scheduling mechanism that Motelab adopts. That’s why they proposed a solution,
called Mirage: A Microeconomic Resource Allocation System.
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Figure 3.2: Motelab components [29]

3.2.1.2 Mirage

Despite its popularity, Mirage [20] is not a proper testbed. It is a resource allocation
scheduling mechanism operating on Intel Research Berkeley’s SensorNet testbed
which hitherto deploys 100 MICAZ motes and 50 Mica2Dot motes. SensorNet’s
motes are connected to an out-of-band communication channel consisting in Eth-
ernet network and are connected to power supply. As the same case with Motelab
testbed, this channel enables users to remotely control, reprogram and retrieve data
sent over serial ports independently of nodes’ wireless communication channel. The
resources allocation policy defined by Mirage, applies auction based mechanism to
arbitrate the access to the testbed. Indeed, a registered user competes for testbed
resources by submitting bids specifying resource combinations of interest in space/-
time (e.g., “any x MICAZ motes for y hours anytime in the next z days”) along with
a maximum amount which he is willing to pay.
To use Mirage in order to obtain access to SensorNet testbed, a user is invited to
do three steps:

1. Register for an account by either creating a new project or joining an existing
one.

2. Bid for resources in the auction.

3. Claim a resource allocation after winning in the auction.

Register for an Account: Users, in Mirage are classified into two categories:
project owners and project users. Each one must register first for an account. Then
he has to create a project or to be associated to an available one. In order to create
a project, a project owner must be enabled by Mirage administrators. However,
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in order to be associated to an available one, project user must be enabled by the
project owner. In doing so, passing through Mirage administrators’ centralized bot-
tleneck is removed.

Bidding in the Auction: For each project, Mirage attributes a bank account
where virtual currencies are stored. Each bank account is initialized with a con-
trolled baseline amount of currency. Such control will prevent users monopolizing
the access to the testbed by bidding arbitrarily high values. This currency is used
to bid in auction. Users submit bids to the auction using a two-phase process.
First, they use the resource discovery service to find candidate nodes that meet
their constraints. Second, they place bids in the auction using the Mirage bidding
language[20]. Formally, a bid bi in Mirage is specified as follows:

bi = (vi, si, ti, di, fmin, fmax, ni, oki) (3.1)

[si ti]: specifies the interval where the experiment starting time should belong.
di: indicates the experiment duration.
[fmin fmax]: indicate that mote should operate on an unused frequency in the range
[fmin fmax], fmin and fmax are in MHZ.
ni, oki: indicates that the user wants any combination of ni motes from the set oki.
We note that oki is the set of motes obtained through resource discovery process.

Claim a resource allocation: For the winner bid, Mirage allocates a concrete
set of motes for a specific period of time for all users on the winner user’s project.
After that and in order to communicate directly with the allocated motes, the user
has to download motes’ IP addresses list. Finally, he is invited to (1) login to
mirage.berkeley.intel-research.net, (2) access to the motes using TCP/IP and (3)
start his experiment.

Both Mirage (SensorNet) and Motelab testbeds, in their earlier versions, deploy
non-USB motes platforms which require additional custom interfaces for their
reprogramming. The emergence of standardized USB motes’ platforms and the sim-
plicity of their integration with external systems have motivated the authors of [51]
to build the TWIST testbed that fully supports the USB 2.0 standard capabilities.

3.2.1.3 TWIST: TKN Wireless Indoor Sensor network Testbed

TWIST [51] is an indoor testbed designed by the “Technische Universität” of Berlin.
Similarly to Motelab and Mirage (SensorNet), TWIST allows a public access to an
experimental wireless sensor network encompassing 204 sensor nodes (102 TmoteSky
nodes+102 eyesIFX nodes) spanned over three floors of the FT building at the TU
Berlin campus.
TWIST provides basic functionalities to interact with the deployed network such
node’s configuration, network-wide programming, out-of-band extraction of debugged
information and gatewaying of application data[51].
In this testbed, all the sensor nodes communicate with servers and a control station
through special devices called super nodes 3.3.



CHAPTER 3. RADIALE: A FRAMEWORK FOR BENCHMARKING LQES IN WSNS29

Figure 3.3: TWIST hardware architecture [51]

Servers maintain databases that store users’ experimental data. Control station
enables to configure launch and monitor experiments under the testbed. Finally,
super-nodes, being connected to servers through Ethernet, allow programs, writ-
ten under TinyOS operating system, installing on motes, power controlling and
debugged data collection. Motelab, Mirage and TWIST use wired connections as
back channel to access to the deployed wireless sensor network. In [31], it has been
argued that such wired connections are cumbersome and do not allow large-scale de-
ployment. Therefore, they designed DSN testbed, a flexible topology based testbed
for the experimentation of WSN.

3.2.2 Flexible Topology Based Testbeds

3.2.2.1 DSN: Deployment Support Network

DSN is a non-permanent and flexible testbed developed by the ETH of Zurich.
Through its innovative architecture, DSN provides a software and hardware solu-
tions for scalable and quickly deployed WSN.
The key contribution of DSN testbed consists in building a wireless back channel
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(backbone) between sensor network and data storage servers. Through this back-
bone, a user can:

• Retrieve data reported from deployed motes.

• Reprogram them.

• Control them by sending commands.

• Monitor their status by doing coordinated fault injection and profile their
power consumption (battery voltage and current consumption).

The architecture of this backbone contains two building blocks as depicted in Figure
3.4:

• DSN nodes: consist in BTnode rev3 Bluetooth based nodes attached to sen-
sor devices via a programming and debugging cables called wired target inter-
face. DSN nodes form autonomous multi-hop Bluetooth based wireless network
to report collected data sent from corresponding attached sensor nodes.

• DSN server: is connected to the Bluetooth network formed by DSN nodes
and provides the client web based interface. Over this interface, the client can
interact (communicate and control) and monitor the status of DSN nodes. The
information flow goes from the client over the DSN-server to the DSN nodes
and finally to the corresponding sensor nodes (i.e the sensor node directly
attached to the DSN node) and vice versa. The DSNserver decouples the
client from the target WSN both in time and space[31]. In particular, data
from the sensor nodes are stored in a database and can be requested anytime,
and commands can be scheduled on the DSN-nodes. Separation in space is
given through the client interface that allows for an IP-based remote access[31].

Figure 3.4: Architecture of DSN backbone [31]

In the context of his master project, Patrice Oehen has added to DSN testbed a tool
for links measurements named: DSN Analyzer [Fig. 3.5].
DSN Analyzer is a java application used to control, monitor and reprogram Siemens
A80 sensor nodes as well as to perform links measurements. Links measurements
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are done through packet-statistics collection. Collecting a row of packet statistics is
a preliminary step toward the computation of LQEs.
To our best knowledge, the first testbed designed to perform link measurements was
SCALE: A tool for Simple Connectivity Assessment in Lossy Environments.

Figure 3.5: DSNAnalyzer [3]

3.2.2.2 SCALE: A tool for Simple Connectivity Assessment in Lossy
Environments

Scale [18] is a “C” programmed tool compatible MICA1 and MICA2 motes, developed
for the tuning and the assessing of connectivity across any deployed wireless sensor
network. SCALE is integrated in the Emstar operating system and it focuses on
facilitating the computation of Packet Reception Ratio using the same hardware
platform and in the same environment targeted for deployment in the absence of
concurrent transmission [18]. Each node in SCALE runs a software stack allowing
for sending and receiving probe packets in a round robin fashion.
This software stack encompasses three modules:

• Conntest: it is charged of the sending and the receiving of probe packets
and doing the control coordination among nodes (when to start/stop sending
packet probes).

• LinkStats: it is charged of maintaining the packet reception statistics from
all neighbors and the managing of the mode of communication between PC
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and the motes. There are two mode of communication either serially or over
UDP network. LinkStats provides respectively for each of one a corresponding
driver: MoteNic and Udpd.

• Emrun: it orchestrates the dependency between modules according to the
chosen configuration. For example, if a module terminates unexpectedly, em-
run automatically restarts it and the other modules can reconnect to it without
losing state.

SCALE provides also a visualization tool called Connview [Fig. 3.6] that offers two
facilities.

1. The checking of the experiment status in real time.

2. The analysis and the display of the final experimental results.

Figure 3.6: SCALE Connview interface [18]

Connview allows also the turning on/off of any node or any link, color links based
on the percentages of packet reception ratio, display of asymmetric links, etc...

The compatibility with old platforms becomes a bottleneck in SCALE design, espe-
cially with the emergence and the increasing usage of new manufactured 802.15.4
compliant sensor nodes such Telob and MicaZ mote. SWAT the Stanford Wireless
Analysis Tool overcomes this handicap.
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3.2.2.3 SWAT: Stanford Wireless Analysis Tool

SWAT [47] is a software tool enabling link measurements over 802.15.4 and 802.11
networks [Fig. 3.7]. Through its software features, SWAT allows researchers to

• Configure their network through a HTML/PHP based User Interface (UI).

• Run their experiments

• Distill collected data into relevant plots.

Figure 3.7: SWAT architecture [47]

Through the HTML UI, users can specify the experiment settings. They include
network type (802.15.4/802.11), the list of node, the number of packets to send,
the inter-packet interval, the type of transmission either in broadcast or in uni-
cast, enabling or disabling CSMA backoff, the channel, the transmission power,
enabling or disabling link layer acknowledgements, enabling or disabling link layer
retransmissions (for unicasts transmissions), maximum retransmission count, the
bit rate (for 802.11 networks), enabling or disabling noise sampling and noise sam-
pling rate. After setting up the experiment parameter, the HTML/PHP interface
invokes Phyton scripts to ensure host-mote communication for performing specific
operations, namely sending commands to motes (to control them) and storing raw
packet-statistics retrieved from motes into a MySQL database. Once the experiment
has finished, SWAT allows users to specify which of the supported metrics they
would like to calculate from the stored data. Supported metrics include hitherto
packet delivery temporal and spatial correlations, noise floor distribution, received
signal strength to reception ratio correlation, link asymmetries, and reception ratio
distribution over time.
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3.2.3 Discussion

Fixed topology based testbeds are not much suitable for our case of study, as they
suffer from several weaknesses: The physical topology of sensor nodes as well as the
environment conditions cannot be managed which is important in evaluating LQEs.
Flexible topology based testbeds cope with this shortcoming, however they don’t fit
much well with our research objective. For instance, using DSN testbed demands
the usage of BTnode rev3 Bluetooth devices. This kind of devices is not available in
our Research Unit and it will be very hard and expensive to bring them. Further,
although SCALE [18] and SWAT [47] have been devoted for links measurements,
they still present some limitations. In fact, in one hand, SCALE is only compatible
with old platforms (MICA 1 and MICA 2 motes) which do not support the LQI met-
ric. This metric has been shown as important to understand and analyze channel
behavior in WSNs [49, 15]. On the other hand, SWAT is not practical for large-scale
experiments, as some configuration tasks are performed manually especially the des-
ignation of the experimental nodes. Furthermore, link measurements are collected
at receiver’s side only. This shortcoming doesn’t enable the computation of sender
side estimator like RNP or FourBit.
According to these observations none of existing testbeds is suitable for the experi-
mentation of different LQEs. Therefore, it has been proposed to introduce a new one
that provides the required features enabling the performance analysis of link quality
estimators. An in-depth description of our testbed is presented in what follows.

3.3 RadiaLE: A Framework For Benchmarking Link
Quality Estimators In WSNs

3.3.1 Overview

RadiaLE [9] is a testbed designed in major part by Nouha Baccour in the context
of her PhD thesis to which this master thesis belongs. It is implemented in collab-
oration between ReDCAD research unit at ENIS (Ecole Nationale d’Ingénieurs de
Sfax, University of Sfax), CISTER Research Unit at ISEP/IPP (Instituto Superior
de Engenharia do Porto/ Instituto Politécnico do Porto) and the Department of Au-
tomation and Systems (DAS) of the Federal University of Santa Catarina (UFSC).
The objective behind the development of RadiaLE consists in enabling the perfor-
mance evaluation of LQEs by analyzing their statistical properties, independently
of any external factor, such as collisions and routing, only the impact of the physi-
cal layer and the data link layer (retransmissions) are considered. These statistical
properties will be exploited to make conclusions about the stability and the degree
of over-estimation of studied link quality estimator.
The global architecture of RadiaLE as depicted in Figure 3.8 encompasses hardware
and software components. The hardware components consist principally in the de-
ployed sensor nodes. Software components are a set of applications developed to
program mote, to define experiments settings, to automate packets-statistics collec-
tion, and to study of statistical properties of different LQEs by analyzing collected
data.



CHAPTER 3. RADIALE: A FRAMEWORK FOR BENCHMARKING LQES IN WSNS35

Figure 3.8: RadiaLE components

3.3.2 RadiaLE Implementation

3.3.2.1 Hardware components

The hardware components as illustrated in Figure 3.8 comprise motes, a USB back-
bone and a laptop.

• Motes: RadiaLE supports platforms integrating a Universal Serial Bus (USB)
such as Telosb or Tmote sky. The motes are programmed in NesC over TinyOS
2.x operating system.

• USB backbone: All the motes are connected to a standard laptop PC using
a combination of USB cables and active USB hubs constituting an USB back-
bone. This backbone is used as a logging/control channel between the motes
and the PC.

• PC: A RadiaLE user interacts with the mote through an Experiment control
application installed on the PC.

3.3.2.2 Software components

RadiaLE software components consist in three applications:

• A NesC application to be installed directly on the motes. This application has
been developed under TinyOS 2.x operating system.

• An experiment control java application (ExpCtrApp) providing a graphical
user interface to ensure (i.) motes programming and control, (ii.) network
configuration, and (iii.) link measurements storage.

• A data Analysis Matlab application (DataAnlApp) providing a second graph-
ical user interface for different LQEs, computation, tuning, and performance
analysis (including graph generation).
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• A MySQL database for permanent experiments link measurements storage.

A detailed descriptions of ExpCtrApp and DataAnlApp are presented next.

3.3.2.2.1 The experiment Control application (ExpCtrApp) The ExpC-
trApp offers several functionalities including:
Motes programming and control [Fig. 3.9]: The ExpCtrApp automatically
detects the motes connected to the PC and programs them by installing the compiled
NesC application. The NesC application defines a set of protocols for any bidirec-
tional communication between motes and between motes and the ExpCtrApp. The
ExpCtrApp also, exchanges commands with the motes to control data transmission
according to the experiment settings defined at the network configuration phase.

Figure 3.9: Motes programming and control interface

Network configuration [Fig. 3.10]: Using ExpCtrApp, the user can specify
a set of parameters, including the traffic pattern, number of packets, inter-packet
interval, packet size, radio channel, transmission power, link layer retransmissions
on/off and maximum retransmission count. Once these settings are communicated
to the motes, they start performing their tasks.

Figure 3.10: Network configuration interface
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Most of the studies on link quality use single Burst traffic when experimenting
WSN. The sending policy in this traffic pattern consists in: each node sends a burst
of packets to each of its neighbors and then passes the token to another node to send
its burst. This kind of traffic pattern cannot accurately capture the link asymmetry
property as the two directions (uplink and downlink) will be assessed in separate
time windows. RadiaLE copes with this shortcoming and integrates two traffic pat-
terns as showed in both Figure 3.11 and Figure 3.12 (Burstyx and Bursty) which
enhance the accuracy of link asymmetry assessment. Given a link Ni ↔ Nj; In
the Bursty traffic and after receiving “start sending command” from the PC,
the mote Ni sends a first burst of packets to Nj. When it finishes, it notifies the
PC by a “data end sending report msg” , to allow Nj sending its first burst of
packets to Ni. This operation is repeated for a pre-fixed number of bursts. However,
in the synchronized traffic, Ni and Nj are synchronized to exchange packets (one
packet a time). For that, the PC sends a “start sending command” to each mote
indicating the beginning of transmission time so that the mote sends its data in an
exclusive time slot (to avoid collisions). When each node finishes the sending of its
data, it notifies the PC by a “data end sending report msg” .

Figure 3.11: Bursty traffic
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Figure 3.12: Synchronized traffic

Data logging: The main task of the motes is to exchange data traffic in order
to collect link measurements such as packets’ sequence number, sender and receiver
ids, packet retransmission counts, LQI, Signal-to-Noise Ratio (SNR), Received Signal
Strength Indicator (RSSI), background noise, etc...
Link measurements are sent though the USB backchannel to the ExpCtrApp, which
in turn stores them into a MySQL database.
ExpCtrApp also provides: (i.) a Network Viewer [Fig. 3.13] to visualize the network
map and the link quality metrics (e.g. PRR, RSSI) in real-time and (ii.) a Database
Inspector [Fig. 3.14] to view in real-time data retrieved from the sensor nodes.

Figure 3.13: Network Viewer
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Figure 3.14: Database Inspector

3.3.2.2.2 The data analysis application (DataAnlApp)
The ExpCtrApp offers two basic functionalities: (i.) Links characteristics study

(link characterization) and (ii.) Link quality estimator statistical properties study.
To use DataAnlApp, a user is invited first to connect to the database where exper-
iments measurements were stored as depicted in Figure 3.15

Figure 3.15: Database connection interface

After selecting which experiment measurements will be studied, a user chooses
either link characterization functionality or link estimation functionality.

Links characterization: Figure 3.17 depicts the link characterization inter-
face. This interface provides a set of configurable graphs, allowing the study of
underlying links’ properties. Such graphs help to design new LQEs by understand-
ing the channel behavior.
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Figure 3.16: Main DataAnlApp interface

Figure 3.17: Link Characterization interface

Link quality estimation: Figure 3.18 depicts the link quality estimation
interface. This interface provides assistance to RadiaLE users to evaluate and op-
timize their LQEs. It enables the generation of various statistical graphs, such as
the empirical cumulative distribution function and the coefficient of variation of link
quality estimates. By analyzing these graphs the stability and the over-estimation
of LQEs can be evaluated. Furthermore, DataAnlApp integrates others interesting
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curves, such as the evolution according to time and the distribution according to
space (scatter plot) of each LQE.

Figure 3.18: Link Quality Estimation interface

Hitherto, DataAnlApp integrates the set of well-known LQEs which are PRR,
WMEWMA, ETX, RNP, SRNP, FourBit and FLQE. Other LQEs can be easily
integrated and compared to existing LQEs, due to the flexibility and completeness
of the collected empirical data.

3.4 Conclusion
In this chapter we started by reviewing the state of the art of existing testbeds
designed for the experimentation of WSNs and then we presented RadiaLE, an
experimental benchmarking tool that automates the experimental evaluation and
the design of Link Quality Estimators. RadiaLE has several advantages compared
to existing testbeds such as providing abstractions to the implementation details and
the flexibility and completeness of the collected data. Further, RadiaLE testbed has
allowed us to conduct an experimental study in order to analyze and understand the
statistical properties of different LQEs independently of any external factor, such
as collisions and routing. LQEs statistical properties study is presented in the next
chapter.



Chapter 4

LQEs Statistical Properties

4.1 Introduction
LQEs statistical properties study reflects LQEs’ performance, in terms of reliability
and stability. Reliability refers to the ability of the LQE to correctly characterize the
link state with neither over-estimating nor under-estimating the quality of the
link. The stability refers to the ability of the LQE to resist to transient (short-term)
variations, also called fluctuations, in link quality[?]. The current chapter elaborates
on LQEs statistical study by firstly introducing our experimental methodology and
then by presenting and discussing the results of the conducted experiments.

4.2 LQEs’ Statistical Properties Study

4.2.1 Experiments Setup

The proposed methodology to evaluate the performance of LQEs consists first, in es-
tablishing a rich set of links with different qualities, second in creating bidirectional
data traffic over links to gather different measurements required for the computation
of LQEs and finally in analyzing gathered data, computing LQEs and studying their
statistical properties.
The conducted experiments were performed in an outdoor environment in a garden
(no people walking around motes) at ISEP/Porto as part of the Master thesis of
Denis Lima Do Rosario.
The experimental setup consists of 49 Telosb motes connected to a control station
(PC) via a USB backbone. The 49 Telosb motes run the TinyOS 2.x operating sys-
tem with our implemented NesC application. A Telosb mote is a battery powered
wireless module with USB programming capabilities. Its wireless transceiver is an
IEEE 802.15.4 compliant chipcon working in the 2.4 GHz frequency band reaching
up to 250 kbps as data rate. Telosb embeds an 8MHz Texas Instruments MSP430
microcontroller (10k RAM, 48k Flash) working at ultra low power consumption,
and integrates Humidity, Temperature, and Light sensors. For enabling data trans-
mission over long USB cables, we have used the HU-5870V USB hubs of TRUST
company.
The 49 Telosb motes (from mote N1 to mote N49) have been spanned over the

42
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grass according to a circular shape topology as depicted in Figure 4.1. The mote
N1 is placed in the central of circle, while the 48 other motes (from N2 to N49) are
divided in 8 set of 6 motes. Each set of motes is placed in a circle around N1. The
inter-distance “Y” between two consecutive circles is fixed to 0.75 meter, while the
first circle is distant from N1 X meters equals to 3. The decision of choosing circular
topology wasn’t arbitrary. Since our first objective in this study is establishing a
rich set of links with different qualities, exploiting WSN links properties was the
intuitive solution toward achieving this goal. In fact, as outlined in chapter 2, the
connectivity (quantified by the Packet Reception Ratio) of WSN links is neither
isotropic nor monotonically decay according to distance. Hence, links N1 ↔ Ni
where 2 ≤ i ≤ 49 will have various qualities. Further, extensive experiments were
done in Porto in order to capture the extent of the gray area. “X” and “Y” have thus
been chosen so that links N1↔ Ni where 2 ≤ i ≤ 49 fall in this gray area.

Figure 4.1: Circular topology

4.2.2 Experiments Scenarios And Results

4.2.2.1 Scenarios

In addition of exploiting link properties to create a rich set of links with different
qualities, we have exposed LQEs in study, to different network configuration. In
fact, we performed three scenarios where in each one we vary a certain parameters
in order to study their impact on the behavior of the LQE. We considered:

• The impact of day and night (changes in terms of temperature and humidity)

• The impact of the packet size (we used the minimum and the maximum sizes)

• The impact of the channel (the channel 26 is an interference free channel with
802.11 networks in the vicinity).

Links under estimation were the unidirectional links Ni→ N1 and the chosen traffic
pattern was the bursty traffic. Recall the description of a bursty traffic: Given a
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link Ni↔ Nj; Ni sends a first burst of packets to Nj. When it finishes, it notifies
the PC, to allow Nj sending its first burst of packets to Ni. This operation is re-
peated for a pre-fixed number of bursts. In our scenario, we have fixed the number
of packets per burst to 100 and the number of burst to 10.
The transmission power has been set to -25 dBm (it is the minimum transmission
power as we were constrained by the garden extents) and the inter packet interval
was set to 100 ms.
The duration of each experiment was approximately 8hs. Figure 4.2 depicts the
chosen scenarios.

Figure 4.2: Experiments scenarios

4.2.2.2 Results

4.2.2.2.1 Over−Under Estimation

The over or the under estimation of LQEs was assessed by studying the distribution
of link quality estimates, illustrated by empirical cumulative distribution function,
CDF. In statistics theory, The cumulative distribution function (CDF) describes the
probability distribution of a real-valued random variable “X”. For every real number
x, the CDF of a real-valued random variable “X” is given by:
FX(x) = P (X ≤ x)
Where “P ” is the probability: that the random variable “X” takes a value less or
equal to x.

The results of our experiments are depicted in next Figures1:

1PRR, SPRR (WMEWMA) and FLQE share the same scale, as the same case for RNP, FourBit
and ETX. That’s why we separate between Figures
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DAY / NIGHT

Figure 4.3: Over-under Estimation: Day/Night Impact

MIN PACKET LENGTH / MAX PACKET LENGTH

Figure 4.4: Over-under Estimation: Packet Size Impact
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CHANNEL 26 / CHANNEL 20

Figure 4.5: Over-Under Estimation: Channel Impact

From the above Figures we can see that PRR, SPRR (WMEWMA) and ETX
overestimate link quality as they judge most of the links to have good quality (for
the case of PRR and SPRR: about 80% of estimates are ≥ 90% and for the case
of ETX only about 25% of estimates are ≥ 4 which is the maximum value). In
contrast, RNP, and Fourbit underestimate link quality as they consider most of the
links as bad (for the case of RNP: about 90% of estimates are ≥ 4 and for the case
of FourBit about 60% of estimates are ≥ 4). Fourbit is shown to be less pessimistic
than RNP as its computation includes PRR values.
The underestimation of RNP and FourBit is justified by the fact that they are not
able to determine if the packets are received after retransmissions or not. The dis-
crepancy between results of the first estimators group (PRR, WMEWMA and ETX)
and the second estimators group (RNP and FourBit) is due to that most of the pack-
ets transmitted over the link are correctly received (high PRR) but after a certain
number of retransmissions (high RNP). Further, PRR, WMEWMA and ETX (i.e:
receiver side estimators) tend to overestimate the quality of links as they depend on
packet reception event in order to update their estimates. In fact, given the Figure
4.6, If we consider an estimation window equals to 4 then PRR, WMEWMA and
ETX estimators will judge the link quality as excellent based on their first esti-
mates. However during the following period (packet losses period), these estimators
will maintain this excellent link quality estimate as no reception is done. The ab-
sence of packet reception inhibits the updating of the link quality. This fact justifies
the overestimation.
Comparing to other estimators, FLQE is in between. FLQE provides reasonable
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Figure 4.6: Major drawback of receiver side estimators: During packet looses period,
estimate values can not be updated

link quality estimates (neither overestimates nor underestimates link quality). Fur-
thermore, the distribution of link quality estimates is nearly a uniform distribution,
which means that FLQE is able to distinguish between links having different link
qualities.

4.2.2.2.2 Stability
A radio link may show transient quality fluctuations due to transient changes

in the environment of deployment or also due to the nature of low power radio
transceivers that sensor nodes use. These transceivers have been shown to be very
prone to noise. LQEs should resist to these fluctuations and provide stable link
quality estimates. This property is of paramount importance in WSNs. For in-
stance, routing protocols do not have to reroute information when a link quality
show transient degradation, because rerouting is a very energy and time consuming
operation.[12].
To assess the stability of LQEs, we will measure the coefficient of variation of their
estimates. In statistics theory, the Coefficient of Variation (CV) is a dimensionless
number that characterizes dispersion relative to the mean. CV has the advantage
of facilitating the comparison among random variables of different units [45]. The
results of our experiments are depicted in next Figures:

DAY / NIGHT

Figure 4.7: Stability: Day/Night Impact
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MIN PACKET LENGTH / MAX PACKET LENGTH

Figure 4.8: Stability: Packet Size Impact

CHANNEL 26 / CHANNEL 20

Figure 4.9: Stability: Channel Impact

From the above Figures we can see that utmost the time FLQE is the most
stable estimator. Further, except ETX, estimators that tend to overestimate link
quality are stable, in contrast estimators that tends to underestimate link quality
are unstable.
The reason behind the instability of ETX is that when the PRR tends to 0 (very
bad link) the ETX will tend to infinity, which increase the standard deviation of
ETX link estimates [12].

4.3 Conclusion
In this chapter we addressed the performance evaluation of existing LQEs by analyz-
ing their statistical properties. To achieve this goal, we used our own implemented
RadiaLE which is a testbed for the benchmarking of Link Quality Estimators.
Experiment results show that FLQE demonstrates grater performance than other
LQEs, namely PRR, ETX, WMEWMA, FourBit and RNP.
Studying the statistical properties of different estimators was an important step to
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get prior conclusions about each LQE performance. However, studying their impact
on higher layer protocols will be much more conclusive.
Towards this end, the next chapter elaborates on the impact of LQEs on CTP tree
routing protocol.



Chapter 5

LQEs Impact On Routing

5.1 Introduction
In this chapter we pursue the performance evaluation study of LQEs by investigating
their impact on CTP, a Collection Tree routing Protocol. This performance study is
conducted with both simulation using TOSSIM2 simulator and real experimentation
using MoteLab testbed combined with an extended version of RadiaLE. Indeed, as
it was mentioned in the previous chapter, simulation provides a rapid prototyping
solution, however real experimentation provides much more accurate, realistic and
trust-able results. To elaborate on the impact on routing study, this chapter starts
by giving a brief overview of CTP routing protocol. Next, a description of the
experimental methodology is introduced. Finally, the results of experiments are
presented and discussed.

5.2 CTP: a Collection Tree Routing Protocol
CTP (Collection Tree Protocol) is a multi-hop routing protocol provided by Tinyos
operating system (v2). The CTP routing policy consists in building a tree towards
the sink node (referred also as collection point [30]) based on links quality informa-
tion.
We identify for that three types of node in the network:

• The sink node: It is the root of the tree to which all transmitted data packet
are forwarded.

• The parent node: The established tree has a hierarchical structure. Each
parent has a certain number of childs. Except the root node, each parent can
be a child of another parent situated above it in the hierarchy.

• The child node: Each child is associated to a single parent. Each child can be
also a parent for other nodes situated bellow it in the hierarchy.

The CTP implementation [2] has three basic components which are:

• Estimating Engine: Each node estimates the quality of links joining it to its
neighbors, using Fourbit link quality estimator (2.9).

50
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• Routing Engine: Each node in the network, elects the neighbor with the best
path quality as its parent. This operation is done by all the nodes in the
network, except the root node, in order to build the tree shape topology.

• Forwarding Engine: The data packets generating and forwarding are man-
aged in this component. Each node maintains a forwarding queue storing the
pending data packets and schedules their transmission to the next hop.

The following sections describe in depth the functionalities of each component.

5.2.1 CTP Components

5.2.1.1 Link Quality Estimation Engine

The link quality estimation engine includes the implementation of Fourbit estimator
which relies on both beacon-driven and data-driven estimation. The beacon-driven
estimates are computed based on the received beacons traffic, while the data-driven
estimates are computed based on the sent data packets. As outlined in chapter 2,
Fourbit computes the estETXdown (2.8) estimates based on the beacons traffic by
tracking the gap between sequence numbers. The update of estETXdown is trigged
after the reception of BLQ beacons. BLQ represents to the beacon window. Fur-
ther, based on the number of transmissions and retransmissions of sent data packets,
Fourbit computes the estETXup (RNP). The estETXup is updated after DLQ trans-
missions/retransmissions. DLQ represents to the data window. Finally Fourbit
combine both values through a EWMA filter (2.9).
To store link quality estimates, each node maintains a “link table” composed of a
set of entries representing links with its neighbors. This table contains the following
information:

• The address of neighbor

• The last sequence number of last received beacon

• The number of received beacons during a beacon window

• The number of failed beacons during a beacon window

• Flags indicating some states about each neighbor

• The beacon driven estimate value (2.8)

• The Fourbit estimate value (2.9)

• The number of received acks for the sent data packets during a data window

• The number of transmission and retransmissions that were done during a data
window
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Each node periodically broadcasts beacons containing a subset of these links. This
has the advantage of sending receiver side estimates to senders as senders could not
know these information alone.
The replacement policy in the “link table” is governed by the usage of a compare and
a pin bit. If the pin bit is applied to an entry of the “link table”, this means that
this entry could not be removed until the bit is cleared. The compare bit is checked
when a beacon is received and it indicates whether the route provided by the sender
of the beacon is better than the route provided by one or more of the entries in the
link table.

5.2.1.2 Routing Engine

This engine is responsible of the building and the controlling of the tree topology.
Each node in the network maintains a “routing table” where routing data are stored.
Each entry in the table contains basically the following information:

• The addresses of neighbors

• The addresses of neighbors parents

• The neighbors costs. A node cost is the sum of the parent cost and the quality
of the link (link cost) joining him with its parent. As node cost computation
is a recursive relation, CTP sets the initial cost which is the cost of the root
node to zero. We note that the tree routes building starts from the top of the
tree which means from the root node.

Figure 5.1: Relationship between Link cost and Node cost

• Indication if the node is congested
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The filling and the updating of the “routing table” is maintained by beacons sending.
These beacons are sent according to the trickle algorithm based timer (briefly said
trickle timer) [36]. Trickle timer is used in CTP to address link dynamics by sending
few beacons in stable topologies and by sending heavy load beacons in initialization
phase or when loops are detected by the forwarding engine.

5.2.1.3 Forwarding Engine

Data packets generation, transmission to the next hop, retransmission when neces-
sary and acknowledgment passing to the link quality estimation engine are managed
in this component. For that, each node maintains a forwarding queue containing
locally generated and forwarded packets. A packet will be ejected from the queue
if it has been acknowledged or if it has reached the maximum allowed retransmis-
sions count. Single-hop transmission duplicates caused by lost acknowledgments in
addition to routing inconsistencies are also detected by this engine. Routing incon-
sistencies are detected if a node receives a data packet from a neighbor with cost
less than its own as the cost must always decrease from child to parent. In this case,
the forwarding engine drops the packet and triggers the topology updating task.
The following section summarizes the working of CTP.

5.2.2 CTP: How It Works

A network consists initially of orphan nodes spread in the deployment area. Each
node starts by broadcasting a set of control beacons with a very high rate. Control
beacons are used to explore neighbors and to exchange topology information which
are mainly the node’s current parent and node’s cost (initially set of 0xFFFF). A
control beacon contains also two control bits: the Congestion and Pull bits. The
Congestion bit is used to indicate if a node is congested while the Pull bit allows a
node to pull advertisements from its neighbors, in order to quickly discover its local
neighborhood [30]. When a node receives control beacons from the root node then
it elects it as a parent and changes its cost to the quality of “the joining link”. The
topology information contained in control beacons received from other neighbors
are taken into account and stored in the routing table only if these neighbors are
not orphan otherwise they will be neglected. An orphan node is identified by a
parent address equals to infinity (0xFFFF). To select a parent, the orphan node
searches the best neighbor existing its routing table. The best neighbor is the node
who minimizes the orphan node cost. The orphan node cost will be the sum of
the selected neighbor cost and the quality of “the joining link”. The “joining link”
quality is got from the link quality estimation engine. Once a node has a parent,
the sending control beacon rate is reduced and the node monitors the quality of “the
joining link” through the sent data traffic. As changing routes too quickly can harm
the efficiency of the protocol, a node switches routes if it only believes the other
route is significantly better than its current one [30].



CHAPTER 5. LQES IMPACT ON ROUTING 54

5.3 LQEs Impact On Routing Study
In order to evaluate the impact of LQEs on the CTP protocol, we performed ex-
periments with both simulation and real experimentation. Simulation was used to
have a rapid and global idea about the performance of each estimator when FLQE
is included, however real experimentation was used to retrieve more accurate and
realistic results.
The performance evaluation considers the following metrics:

• The packet delivery ratio (PDR): It represents the ratio of the total number of
successfully received packets in the network to the total number of transmitted
packets in the network.

• The number of retransmissions for each received packet (Rtx): it is inferred
from the average number of packet re-transmissions over the network of a
packet before it is correctly delivered to the root. The number of retransmis-
sions information reflects the amount of wasted energy, as a retransmission is
an energy greedy operation.

• The average of parent changes (PrtChgt): It refers the stability of the network.

• The average of hop count (HopC): It refers to the length of the tree.

5.3.1 Simulation Study

5.3.1.1 Experiment Settings

5.3.1.1.1 Simulation Environment
TinyOS(v2) operating system offers an event driven simulator called “TOSSIM”

enabling the simulation of entire TinyOS applications without requiring any changes
in the code. TOSSIM works by replacing used components with simulation imple-
mentations. The level at which components are replaced is very flexible. TOSSIM
can replace a packet-level communication component for packet-level simulation.
TOSSIM is a discrete event simulator this means when it runs, it pulls events (sorted
by time) from the event queue and executes them. Depending on the level of sim-
ulation, simulation events can represent hardware interrupts or high-level system
events (such as packet reception). TOSSIM supports two programming interfaces,
Python and C++.
This simulator has been shown to provide accurate wireless channel models, which
improves the correctness of our simulation results. However, TOSSIM does not en-
able currently power measurements gathering.
To run experiments with TOSSIM, a user is invited first to define simulation config-
uration which include the defining of nodes number, their coordinates, the channel
and radio parameters.
TOSSIM integrates the most common radio propagation model which is the log-
normal shadowing path loss model defined by the following equation:

PL(d) = PL(d0) + 10nlog10(
d

d0

) +Xσ (5.1)
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Where “d” is the transmitter-receiver distance, “n” the path loss exponent (rate at
which signal decays), “X” a zero-mean Gaussian (in dB) with standard deviation σ
(multi-path effects), “d0” a reference distance and PL(d0) the power decay for this
distance.

5.3.1.2 Simulation Scenarios

To run simulation experiments, we consider an 81-nodes multi-hop network where
nodes use Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) as
MAC protocol, and CTP as routing protocol like in [10]. In order to alleviate con-
gestion and collisions, only node with odd ids send data traffic, others are used as
relay nodes 5.2. Packet retransmission has been activated. Further, nodes begin
their data packet transmission after a delay of 10 min (in order to enable the es-
tablishment of the topology). Each simulation is repeated 5 times. The experiment
duration is 40 minutes. Sensor nodes are deployed in a non-uniform grid fashion
as depicted in Figure 5.2 in an indoor environment. The sink node is located at
coordinates (0,0). The grid unit varies in 4,14 meters as defined in [10]. As ETX
estimator requires a constant rate, we have changed the trickle timer by a periodic
timer for all estimators in study.

NB: We highlight that nodes implementing PRR, WMEWMA or FLQE
estimators select their next hop based on the quality of the downlink and
not of the uplink link. We highlight that data packets are sent over the
uplink.

Figure 5.2: Non-uniform grid
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5.3.1.3 Simulation results

Figure 5.3: Simulation results

5.3.1.4 Discussion

Based on chapter 2, the studied Link Quality Estimators (LQEs) generally enable
to count or approximate either the reception ratio (PRR) or the average number of
packet transmissions/retransmissions (RNP) before its successful reception [10]. We
name the first category of Link Quality Estimators as PRR−counting LQEs and we
name the second category as RNP−counting LQEs. PRR, WMEWMA belong to
the first category and ETX, RNP and FourBit belong to the second one. FLQE,
in contrast, could not be associated to none of these categories as it has different
philosophy. In fact, instead of counting or approximating either packet reception
ratio or the average number of packet transmissions/retransmissions, FLQE gives
a percentage of quality for a given link based on several properties combined using
fuzzy logic.
By analyzing the above Figures, we can clearly see that RNP−counting LQEs show
better performance in terms of packet delivery ratio (PDR) comparing to others.
Further, by using RNP−counting LQEs, the CTP routing protocol builds its collec-
tion tree with longer paths which is not the case when using PRR−counting LQEs.
This result could be justified to the fact that a sensor node tends to minimize the
retransmissions count by selecting its nearest neighbors as eventual parents. Such
deduction could be strengthened by analyzing the average retransmissions count.
In fact, it is clear from the above Figures that RNP−counting estimators usage
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significantly reduces packets retransmissions and thus enhances the energy saving.
It is also important to note that the estimator that approximates the number of
packet transmissions/retransmissions (ETX) shows less performance in terms of en-
ergy consumption reducing than those that count this value (FourBit and RNP).
Indeed, ETX is a receiver side estimator. Thus its computation requires the recep-
tion of packets. Any lateness in packet reception leads to updating time increasing
and consequently a sensor node exercises more retransmissions with the current bad
link until its replacement. More the updating time is longer more the link quality
estimator becomes less-responsive to link quality degradation. That’s why, sender
side estimators (RNP and FourBit) lead to the most unstable topology (frequent
parent changes). In the other side, WMEWMA and PRR are the most stable LQEs
but lead to lower packet delivery ratio and higher packet retransmissions count. In
general, we can say that estimators that count or approximate the number of packet
retransmissions (RNP-counting estimators) provide better performance than those
that count packet reception (said PRR-counting estimators). FLQE in between gives
medium performance.
FLQE has a similar performance with RNP in terms of packet delivery and packet
retransmission but it is more stable and the routing paths are shorter.
The observed results about FLQE performance contradicts what it has been found
in the statistical study. As we strongly believe that FLQE is a powerful estimator
that may outperform existing LQEs, we ask the following question: Does the simu-
lation abstractions are the causes behind this unexpected result?
To answer to this question, we need to re-experiment existing LQEs in a realistic
environment. The following section elaborates on our real experimentation study.

5.3.2 Real Experimentation Study

5.3.2.1 Experiment Settings

5.3.2.1.1 Real Experimentation Environment
To conduct a large scale experimentation we have chosen to conduct our ex-

periments using MoteLab testbed [29] jointly with an extended implementation of
RadiaLE [9]. An overview about MoteLab testbed is already present in chapter 3.
The usage of MoteLab is justified by the following reasons:

• It provides an open and free access to a large scale wireless sensor network
consisting (theoretically) of 190 Tmote Sky sensor nodes [29].

• It is easy and quick to use (Based on our experience)

• It is often permanently available.

5.3.2.1.2 Real experimentation scenarios Our experiments are conducted
in an indoor environment as MoteLab is deployed in Havard university building and
the experiment network contains 13 nodes. Included nodes are:
3;9;10;13;15;16;17;18;19;20;23;25;26 where node number 3 is the root of the CTP
tree. Sensor node are disposed as depicted in the next Figure.
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Figure 5.4: MoteLab node positions

Packet retransmission has been activated and beacon traffic is constant. The
transmission power is set to -15dBm and the chosen transmission channel is 26 (In-
terference free channel). Each experiment takes 40 minutes (10 min for the topology
establishment and 30 min for data packets sending) and had been performed be-
tween midnight and 8AM (MoteLab time).
We summarize the experiment settings in the following table.

Table 5.1: First Impact on routing experiments settings

Data traffic Constant (1 packet per 8 seconds)
Beacon traffic Constant (1 beacon per second)
Selected Nodes Depicted in Figure 5.4
Number of active
nodes

13

Transmission power -15dBm
Channel of transmis-
sion

26 (interference free channel)

Experiment times between midnight and 8AM (MOTELAB
time)

Experiment duration 40 min (Node start sending only beacon traf-
fic in the first 10 min and then send data for
30 min )
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5.3.2.2 Real experimentation results

Figure 5.5: Real Experimentation results

The following Figure regroups both real experimentation and simulation results.

Figure 5.6: Real Experimentation and Simulation results

5.3.2.3 Discussion

It is clear from the above Figures that simulation results are quite different from
real experimentation results. This discrepancy is mainly caused by the stochastic
models that the simulator uses and by the difference is some experiment settings
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especially the network density. In dense networks, collisions become more frequent
leading to frequent packets failure and leading also to an increase in the retransmis-
sions count. This observation justifies why simulation results show higher number
of packet retransmissions and longer routes for all estimators than those of real ex-
perimentations.
By exploring the real experimentation results, we can conclude that FourBit is the
best estimator among existing LQEs and FLQE followed by PRR are the worst ones.
Comparing to other LQEs, FourBit has the advantage of exploiting information ex-
tracted from both received beacons traffic and sent data traffic. Other LQEs such as
FLQE, PRR, ETX, WMEWMA and RNP rely exclusively on either received bea-
cons traffic or sent data traffic. Consequently, the update of link quality estimates
of FLQE, PRR, ETX and WMEWMA happens only at beacons reception and it is
the same case for RNP, as a sensor node has a fresh idea about the RNP estimates
only with its current parent to which it is sending its data traffic1.
Further, we can conclude that LQEs estimating the quality of the uplink (sender
side estimators) outperforms (in terms of Packet Delivery Ratio (PDR) and in terms
of energy waste (Rtx)) other estimators that confuse the quality of the uplink by the
quality of the downlink. This confusion is absolutely faulty where highly asymmet-
ric links are present. In CTP, the distinguishing between the quality of both link
directions is utmost important as the parent changing event should be trigged only
if a degradation is detected on the link over which data are sent.
By comparing real experimentation and simulation results we may re-derive some
conclusions about the performance of different LQEs. Indeed, RNP−counting LQEs,
except ETX, still show better performance in terms of packet delivery ratio (PDR)
comparing to others: more than 90% for RNP and FourBit. Furthermore, a concor-
dance in both simulation and real experimentation results is shown in what concerns
FourBit, RNP and WMEWMA estimators. FourBit and RNP are unstable but lead-
ing to a higher PDR however WMEWMA is the most stable LQE but leading to
a lower PDR in comparison to RNP and FourBit. Nevertheless, it is important to
note the PDR of WMEWMA is acceptable (about 80%).
ETX, PRR and FLQE real experimentation results are different from those of simu-
lation. PRR and ETX present the worst behavior as the network topology is highly
instable and the number of retransmissions is remarkably huge comparing to other
LQEs. However ETX is better than PRR in terms of packet delivery. This insta-
bility could be justified to the presence of bursty reception ratio links where the
PRR estimates for a given link fluctuate erratically between bad values and excel-
lent values. The smoothed version of PRR (WMEWMA) is relatively resilient to
this sudden fluctuations.
Also, by comparing real experimentation and simulation results, we can see that the
performance of FLQE was remarkably dropped. In order to understand why such
degradation is done. We recall some details about FLQE implementation. FLQE
estimator assess the channel quality through SNR metric. In TOSSIM simulator,
this measure is directly extracted from the software components. In real experimen-
tation SNR computation is split in two phases: the first one consist in extracting

1Retransmissions are enabled for data traffic only. Beacons are transmitted in broadcast, so no
retransmission scheme is set.
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RSSI from the received packet and then in measuring the noise. By separating noise
from the received signal, a sensor node can compute the signal to noise ratio for the
received packet. This computation requires a high memory overhead, which may
harm the good execution of sensor node embedded programs such as the routing
protocol.

5.4 Conclusion
In this chapter, we investigated the impact of LQEs on high layer protocols particu-
larly on CTP tree routing protocol. The reason behind CTP selection is that CTP
relies on link quality estimation to build the routes.
From both simulation and experiment results we found that FourBit outperforms
existing LQEs. PRR and FLQE are the worst LQEs. FLQE estimator shows poorer
performance when it is experienced in a real world scenario than in simulation. This
observation opens two questions: Are we correctly exploiting FLQE estimates? Can
we optimize FLQE implementation in order to get better performance?
In the following chapter we will try to answer to these two questions.



Chapter 6

FLQE Parameters Callibration and
Optimization

6.1 Introduction
As outlined in the previous chapter, FLQE estimator shows poor performance when
it was integrated at CTP protocol and experienced in a real world scenario. This
result contradicts which it was concluded in the first evaluation methodology (LQEs
statistical properties study). An eventual optimization of FLQE implementation
may contribute to the enhancement of its performance.
The current chapter elaborates on our methodology to improve FLQE performance.
For that, it starts by describing the eventual improvements which could be applied
on original FLQE implementation. Then the experiment results got after these
improvements appliance are presented and discussed.

6.2 FLQE: Potential Improvements
To improve the performance of FLQE in order to outperforms existing LQEs, we
have applied numerous modifications to the original FLQE, which leaded to different
new versions of FLQE. In this section, we describe the eventual improvements that
we could apply to FLQE implementation:

• FLQE is a receiver side estimator, so given a sensor node A, the quality of its
uplink (the link over which data traffic is sent) is computed at a receiver node
B.
⇒ It will be more rigorous if A selects its next hop based on the quality com-
puted by B sensor node.
This first improvement will be called Accuracy I . The number 2 in figures
6.2 and 6.3 refers to the FLQE implementation where the sensor node selects
its next hop based on the link quality estimates computed by its neighbors.
If the sensor node selects its next hop based on the dowlink quality, FLQE
versions will be libeled by the number 1.

62
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• Receiver side estimators suffer from the lack of responsiveness as they detect
the degradation of the link quality only if a reception is done. A link suffering
from a lot of packet losses will take more time to detect such degradation.
⇒ Exploiting the retransmission count information may enhance the respon-
siveness of FLQE.
This second improvement will be called Responsiveness I . The letter R in
figures 6.2 and 6.3 refers to the FLQE implementation where Responsive-
ness I is applied.

• SNR is a channel quality indicator that requires a huge memory overhead.
LQI is another channel quality indicator requiring less memory overhead than
SNR. LQI has been shown as important metric to understand and analyze
channel behavior in WSNs [48, 49, 15].
The following figure clearly shows how SNR based FLQE implementation (S-
FLQE) is more memory greedy than LQI based FLQE implementation (L-
FLQE).

Figure 6.1: Memory consumption difference between S-FLQE and L-FLQE

⇒ may use LQI for channel quality assessment instead of SNR.
This third improvement will be called Channel I . The letters S and L in
figures 6.2 and 6.3 refer to the FLQE implementation based respectively on
SNR or LQI.

By applying these improvements on the original FLQE implementation, we
got the following versions as depicted in next figure.
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Figure 6.2: Different FLQE implementation versions after potential improvements
appliance

• In routing protocols, the routing metric has great impact on their good op-
eration. The routing metric in CTP is the sum of links forming the route
qualities. In FLQE case, we need to find the adequate routing metric that
leads to better performance. Logically, a good quality route is a route where
the overall links forming it, have good quality (i.e The first link has good qual-
ity AND the second link has good quality AND .... AND the last link has
good quality). Hence, if we traduce this relation mathematically, we found
that the best routing metric should be the “product” of links forming the route
qualities.
Sensor nodes usually store link quality estimates in an integer format. Apply-
ing the product of link qualities forming long routes leads to either the usage
of extremely long size variables or precision loss. For example, given a route
formed by six links where each link has a quality equals to 10%. By applying
the product operation to compute the route quality, we found that the results
will be equal to 1000000. In this case, a sensor should manage a 32bit size
variables however computation overheads are not advised in WSNs context. If
the sensor node manage only 16bit size variables, 1000000 may will be tran-
cated to 65536.
Being inspired by the way that CTP uses to take into account PRR and
WMEWMA estimates, we tested the use of the “Sum of Inverse of FLQE
values” as a routing metric.

After the appliance of all the improvements, we found 12 FLQE versions. The
following figure summarizes them.
We note by X-FLQE1 (X=S,L,RS or RL) the FLQE versions that uses the Sum
of link quality estimates as routing metric and these estimates are those of the
downlink. We note by X-FLQE2 the FLQE versions that uses the Sum of link
quality estimates as routing metric and these estimates are those of the uplink. The
uplink link quality estimates are sent by the neighbors of the sensor node. Moreover,
we note by X-FLQE3 the FLQE versions that uses the Sum of the inverse of link
quality estimates as routing metric and these estimates are those of the uplink.
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Figure 6.3: Different FLQE implementation versions resulting from the routing met-
ric change

6.3 Experimental Study

6.3.1 Experiments Settings

6.3.1.1 Experimental Environment and Scenarios

FLQE optimization experiments are conducted in an indoor environment using
MoteLab testbed as we did in the previous chapter. We also kept the same ex-
periment settings summarized as follows:

Table 6.1: Second Impact on routing experiments settings

Data traffic Constant (1 packet per 8 seconds)
Beacon traffic Constant (1 beacon per second)
Selected Nodes Depicted in Figure 5.4
Number of active
nodes

13

Transmission power -15dBm
Channel of transmis-
sion

26 (interference free channel)

Experiment times between midnight and 8AM (MOTELAB
time)

Experiment duration 40 min (Node start sending only beacon traf-
fic in the first 10 min and then send data for
30 min )

6.3.2 Experiments Results

The performance evaluation metrics under consideration are Packet Delivery Ra-
tio (PDR), Hop Count (HopC), Retransmission number (Rtx) and parent changes
(PrtChgt). The following Figures outline the found results.
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Figure 6.4: FLQE Optimization Results

Figure 6.5: FLQE PDR Optimization Results
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Figure 6.6: FLQE HopC Optimization Results

Figure 6.7: FLQE Rtx Optimization Results
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Figure 6.8: FLQE PrtChgt Optimization Results

6.3.3 Discussion

From the above figures we observe that FLQE performance may be improved, by
the tuning of some implementation details.
For example considering the correct link direction in parent selection contributes to
the increasing of the PDR, the decreasing of number of packet retransmissions and
the increasing of the network stability by the decreasing of the number of parent
changes. To consider the correct link direction, a sensor node should receive FLQE
estimates from its neighbors.

First hint: FLQE estimates are better exploited if the routing protocol considers
the quality of the link over which the data is sent in its decisions.

Furthermore, it is clear from the above figures that FLQE based on LQI metric is
generally better than FLQE based on SNR. LQI usage has the advantage of reducing
memory overhead and computation overhead caused by SNR usage. LQI metric is
directly extracted from the chipcon hardware, however SNR requires several com-
putation operations to be extracted. We conclude that memory and computation
overhead impacts FLQE performance.

Second hint: It is recommended to use LQI as channel quality indicator instead
of SNR at it less memory greedy.

Another result that can be observed is that the routing metric definitely plays a
potential role in the rigorous exploitation of FLQE estimates. As we can see XR-
FLQEi versions (where X=L or S and i=1 or 2 or 3) leads to better performance when
using the sum of FLQE as routing metric rather than using the sum of 1/FLQE.
In opposite X-FLQEi versions (where X=L or S and i=1 or 2 or 3) leads to better
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performance when using the sum of 1/FLQE as routing metric rather than using
the sum of FLQE.

Third hint: It is recommended to judiciously select the routing metric in order to
the better exploitation of FLQE estimates.

Based on the improvement results, the best FLQE version is L-FLQE3. By com-
paring L-FLQE3 performance with those of existing LQEs, we found that L-FLQE3
outperforms existing LQEs. The following Figure shows that L-FLQE3 has the
highest packet delivery ratio, the minimized number of packet retransmissions and
its usage leads to the most stable network.

Figure 6.9: The FLQE out-performance of existing LQEs after improvements appli-
ance

6.4 Conclusion
In this chapter, we tried to improve FLQE performance by the calibration of its
parameters. These improvements are applied to some FLQE properties for example:
using LQI instead of SNR or using RNP instead of SPRR. Further, these improve-
ments are also applied to the way the CTP protocol exploits FLQE estimates to build
the routes. We finally converged to a version that outperforms existing LQEs.
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General conclusion and future work

In this Master Thesis we conducted a performance evaluation study of a set of most
reported LQEs and tried to optimize FLQE, a recently proposed LQE.
Our experimental methodology is split in two phases: the first one consists in study-
ing the statistical properties of LQEs and the second one consists in investigating
their impact on higher layer protocols particularly routing protocols. The selected
routing protocol was CTP as it relies on link quality estimation to build the routes.
For the first phase of the experimental study, we were invited to implement a testbed
called RadiaLE aiming at automating the performance evaluation of different LQEs
by analyzing their statistical properties.
In the second study, we performed our experiments using simulation and real exper-
imentation. Simulation provides a rapid prototyping solution but it lacks accuracy
as it usually relies on simplified and stochastic models. In contrast, real experi-
mentation provides much more accurate and trust-able results. Simulation exper-
imentations were done using TOSSIM2 simulator and Real experimentations were
done using extended RadiaLE combined to MOTELAB testbed in order to perform
large scale experiments. Our prior results shows that FourBit is the most powerful
estimator in terms of enabling energy saving and maximizing packet delivery. How-
ever, by applying some optimization on FLQE implementation, FLQE succeeded
to outperform existing LQEs. Roughly the best estimators are L-FLQE3, FourBit,
WMEWMA and ETX.
The following table summarizes the overall performance of all studied LQEs.

Figure 6.10: Different LQEs performances
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In our study, we investigated the impact of LQEs on routing context in a single
scenario, we plan in our future work extending this study in other scenarios by
changing for example the environment of deployment and by increasing the network
density. In addition, we plan to investigate LQEs impact on other contexts such
mobility managing.
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